**7.1 统计推断** 2019年8月15日09点53分——2020年4月7日10点56分

**例题7.1.1** 电子元器件的使用寿命 指数分布,引出问题

**定义7.1.1 统计模型** 统计模型包括对感兴趣的随机变量的识别(可观察的和仅假设可观察),可观察的随机变量的联合分布或一系列可能联合分布的规范,对这些分布的任意参数的识别.假设这些分布未知并且是假设可观察的,指定未知参数的(联合)分布规范.当我们将未知参数视为随机变量时,以为索引的可观察随机变量的联合分布应理解为给定的可观察随机变量的条件分布.(这段定义翻译不好,需要优化)

在**例题7.1.1**中,可观察到的感兴趣的随机变量来自序列,故障率是假设可观察的.的可能联合分布的族由参数索引.对应的可观察联合分布是具有参数指数分布的i.i.d随机变量.这也是是给定的条件分布,因为我们将视为随机变量,其分布是参数1和2的伽马分布.

**定义7.1.2 统计推断** 统计推断是产生有关统计模型的某些或所有部分的概率陈述的过程.

所谓“概率陈述”,是指一种利用概率论中任何已在本文中进行过讨论或在本文中稍后进行讨论的概念的声明.一些典型示例,比如均值,条件均值,分位数,方差，给定一个变量另一个随机变量的条件分布,事件的概率,给定某种东西的事件的条件概率等等.在示例7.1.1中,下面是一些人们可能希望进行的统计推断的示例:

1. 生成一个随机变量Y(的一个函数)使得.
2. 生成一个随机变量Y,我们期望它接近.
3. 计算接下来10个生命周期的平均值至少为2的可能性.
4. 在观察之后的概率.

在定义7.1.1中,我们区分了可观察和假设可观察随机变量.对于可观察随机变量,如果我们付出了必要的努力来观察它,我们基本上可以确定它可以观察到.假设可观察随机变量用于需要无限资源进行观察的,例如前个可观察的样本平均值的极限().在本文中,此类假设可观察的随机变量将对应于示例7.1.1中的可观察变量的联合分布参数.由于这些参数在我们将要看到的许多类型的推理问题中占有重要地位,因此有必要对参数的概念进行形式化.

**定义7.1.3 参数/参数空间** 在统计推断问题中,用于决(确)定目标随机变量联合分布的特征或组合特征被称为分布参数.参数所有可能值的集合或参数向量被称为参数空间.

**例题7.1.2** 临床试验 对患者恢复概率的参数空间的解释

**例题7.1.3** 临床试验 回顾**例题2.1.4**和**例题4.7.8**,统计推断的示例说明.

**例题7.1.4** 辐射例子 回顾**例题5.7.8**

**例题7.1.5**蚤甲虫的人体测量学 回顾**例题5.10.2**

**例题7.1.6** 均值区间 回顾**例题5.6.8**

**例题7.1.7** 评委选择中的歧视 回顾**例题5.8.4**

**例题7.1.8** 队列中的服务时间 回顾**例题5.7.3**和**例题5.7.4**

定义7.1.4 统计 假设目标可观测的随机变量是. 设r是任意n个实数变量的实值函数. 则随机变量被称为统计.

7.2 先验和后验分布

定义7.2.1 先验分布/p.f/p.d.f 假设有一个参数为的统计模型. 如果是随机的，则在观察其它目标随机变量之前为分配的分布被称为先验分布. 如果参数空间是可数的，则先验分布是离散的并且它的p.d.f.被称为先验p.f. 如果先验分布是连续的，则它的p.d.f.被称为先验p.d.f. 我们使用符号来标记先验p.f.或先验p.d.f.作为的函数.

当我们将参数视为随机变量时，名称“先验分布”仅仅是参数边际分布的另一个名称。

定义7.2.2 后弦分布/p.f./p.d.f. 考虑一个参数为的统计推断，并且已经观察到随机变量. 在给定条件下的条件分布被称为后验分布. 在给定条件下的条件p.f.或p.d.f.被称为的后验p.f.或后验p.d.f.并且被标记为.

当我们将参数视为随机变量时，名称“后验分布”仅仅是在给定数据情况下参数条件分布的另一个名称。

定理7.2.1假设某个分布的p.d.f或p.f.为, 从该分布中选取n个随机变量. 同样假设参数值未知且的先验p.d.f.或p.f.为. 则的后验p.d.f.或p.f.为

其中是的边际联合p.d.f或p.f.

定义7.2.3 似然函数 当随机样点中观察联合p.d.f.或联合p.f. 在给定值条件下作为函数，该函数被称为似然函数.

7.3 共轭先验分布 2019年8月28日09点58分

定理 7.3.1 假设从参数为的伯努利分布中选取n个随机样本, 其中. 同样假设先验分布是参数为的贝塔分布. 则在给定条件下后验分布是参数为和的贝塔分布.

定义 7.3.1 共轭族/超参数 设,是给定下的条件i.i.d，并且它们的共同p.f.或p.d.f.为. 设是参数空间上的可能分布族. 假设先验分布不论从怎样选取，无论选取多少观察样本，同样，无论观察值是什么, 后验分布始终是成员. 则被称为来自分布的样本的先验分布共轭族. 族也被称为自分布的闭采样(closed under sampling). 最终，如果中的分布被其它参数参数化, 则于先验分布关联的参数被称为先验超参数，于后验分布关联的参数被称为后验超参数.

定理7.3.2 假设从参数为的泊松分布中选取n个随机样本, 其中未知. 同样假设先验分布是参数为的伽马分布. 则在给定条件下后验分布是参数为和的伽马分布.

定理7.3.3 假设从均值, 方差的正态分布中选取n个随机样本，其中和未知. 同样假设先验分布是均值为, 方差为的正态分布. 则在给定条件下后验分布是均值为, 方差为的正态分布. 其中

定理7.3.4 假设从参数为的指数分布中选取n个随机样本, 其中未知. 同样假设先验分布是参数为的伽马分布. 则在给定条件下后验分布是参数为和的伽马分布.

定义7.3.2 不正常先验(Improper Prior) 设是一个非负函数，其定义域包含统计模型的参数空间. 假设. 如果我们假装是先验p.d.f., 则我们对于使用了一个不正常先验.

7.4 贝叶斯估算器 2019年8月29日10点18分

定义7.4.1 估算器/估值 设是一组观察数据，其联合分布是由从实数子集中取值的参数决定的. 参数的估算器是一个实值函数. 如果被观察到，则被称为的估值.

定义7.4.2 损失函数 损失函数是二元变量的实值函数, 标记为, 其中是一个实数. 该函数的意义是当参数等于且估值等于时的统计损失.

定义7.4.3 贝叶斯估算器/估值 设是一个损失函数. 对于的每一个可能值, 设是一个值使得最小化. 则被称为的贝叶斯估算器. 一旦=被观察到，被称为

贝叶斯估值.

定义7.4.4 平方误差损失函数

推论7.4.1 设是一个实值参数. 假设平方误差损失函数(7.4.4)被使用，并且后验均值是有限的. 则贝叶斯估算器是.

定义7.4.5 绝对误差损失函数

推论7.4.2 当绝对误差损失函数被使用时，实值参数的贝叶斯估算器等于后验分布的中位数.

定义7.4.6 一致估算器 在情况下，一组估算器概率收敛于被估算参数的未知值被称为一致估算序列。

定义7.4.7 估算器/估值 设是一组观察数据，其联合分布是由从维空间子集中取值的参数决定的. 设是从到维空间的函数. 定义. 估算器是一个从维空间取值的函数. 如果被观察到，则被称为的估值.

7.5 最大似然估算器 2019年8月30日10点50分

定义7.5.2 最大似然估算器/估算 对每一个可能的观察向量, 设在情况下使得似然函数最大化, 设为定义在这种方式下的的估算器. 估算器被称为的最大似然估算器. 当被观察时，值被称为的最大似然估值.

7.6 最大似然估算器的属性 2019年9月2日10点43分

定理7.6.1 M.L.E.的不变性 如果是的最大似然估算器并且g是一对一函数，则是的最大似然估算器.

定义7.6.1 M.L.E.函数 设是参数的任意函数, 并且设G是在函数g下的图像. 对于每一个, 定义和

最终，定义的M.L.E，其中

定理7.6.2 设是的M.L.E. 设是关于的函数. 则的M.L,E是.

定义7.6.3 矩方法 假设从k维参数的分布中选取n个随机变量, 并且该分布至少包含k个有限矩. 当 设. 假设函数是一对一函数. 设是其反函数，对于所有的，

通过定义样本矩, 其中 矩估算器方法是.

定理7.6.3 假设是i.i,d, 其分布是由k维参数向量决定的. 假设该分布对于所有前k个矩存在且均为有限值. 同样假设定义在7.6.3中的反函数M是连续的. 则基于矩估算器方法的序列是估算器是连贯序列.

7.7 充分统计量 2019年9月4日10点21分

定义7.7.1 充分统计量 设是随机样本，来自参数为的分布. 设T是一个统计量. 假设对于每一个和T的每一个t值, 在给定T=t条件下的条件联合分布只依赖t而不依赖. 也就是说，对于每一个t值, 在给定T=t条件下的条件分布对于任意值保持不变. 则我们称T是参数的充份统计量.

定理7.7.1 因式分解 设是连续分布或离散分布的随机样本，该分布的p.d.f.或p.f.为, 其中值是未知的并且属于给定的参数空间. 统计量是充分统计量当且仅当的联合p.d.f.或联合p.f. 对于所有的值和所有的值可以被分解称如下公式：

函数和是非负的，可能依赖但是不依赖，依赖于但是依赖通过统计量观察到的值.

推论7.7.1 统计量是充分的当且仅当无论使用哪种先验分布，后验分布只依赖通过T值的观察数据.

7.8 联合充分统计量 2019年9月5日10点12分

定义7.8.1 联合统计量 对于每一个和每一个的可能值, 假设在给定条件下的条件联合分布不依赖值. 则被称为的联合充分统计量.

定理7.8.1 联合充分统计量的因式分解 设是n个实变量函数. 统计量是的联合充分统计量当且仅当联合p.d.f.或联合p.f. 对于所有的值和所有的值可以被分解称如下公式：

定义7.8.2 有序统计量 假设是某个分布中的样本空间. 设是这些随机样本中最小值, 设是第二最小值，是第三最小值，一次类推. 在这种方式中, 表示样本中最大值, 表示下一个最大值. 随机变量被称为样本的有序统计量.

定理7.8.2 有序统计量在随机样本中是充分的 设是某个分布中的样本空间, 该分布p.d.f.或p.f.是. 则有序统计量对于是联合充分的.

定义7.8.3 极小（联合）充分统计量 统计量是极小充分统计量当且是充分的并且是其它充分统计量的函数. 统计向量是极小充分统计量当且是充分的并且是其它充分统计量的函数.

定理7.8.3 M.L.E和充分统计量 设对于是充分统计量. 则的M.L.E. 仅依赖通过统计量的观察数据.

定理7.8.4 贝叶斯估算器和充分统计量 设对于是充分统计量. 则的每一个贝叶斯估算器 仅依赖通过统计量的观察数据.

8 估算的抽样分布

8.1 统计量的抽样分布 2019年9月6日10点08分

定义8.1.1 抽样分布 假设从参数未知的分布中选取一个随机向量. 设是和任意可能的函数. 即. 的分布被称为的抽样分布. 我们使用符号表示从该分布中所计算的的均值.

8.2 卡方分布 2019年9月9日10点05分

定义8.2.1 分布 对于每一个正数, 参数, 的伽马分布被称为自由度为的分布. 其p.d.f.为

当时, .

定理8.2.1 均值和方差 如果随机变量X是自由度为的分布, 则并且.

定理8.2.2 如果随机变量是独立的并且假设是自由度为的分布, 则之和是自由度为的分布.

定理8.2.3 设是标准正态分布. 则随机变量是自由度为1的分布.

推论8.2.1 如果随机变量是符合标准正态分布的i.i.d., 则平方和是自由度为m的分布.

8.3 采样均值和采样方差的联合分布 2019年9月9日10点42分

定理8.3.1 假设从均值为, 方差为的正态分布中选取随机样本. 则样本均值和样本方差是独立随机变量, 是均值为, 方差为的正态分布, 是自由度为n-1的分布.

定理8.3.4 假设随机变量是i.i.d并且每一个都是标准正态分布. 假设A是一个正交矩阵, 且. 则随机变量同样也是i.i.d., 且每一个也都是标准正态分布，且.

8.4 t分布. 2019年9月10日10点29分

定义8.4.1 考虑两个独立随机变量和, 是自由度为m的分布, 是标准正态分布. 假设随机变量被定义为下列公式

则的分布被称为自由度为m的t分布.

定理8.4.1 概率密度函数. 自由度为m的t分布的p.d.f.是

定理8.4.2 假设从均值为, 方差为的正态分布中选取随机样本. 设为样本均值，定义

则是自由度为n-1的t分布.

8.5 置信区间 2019年9月10日11点34分

定义8.5.1 置信区间 设是从某个参数(或参数向量)为的分布中选取的一个样本. 设是的实值函数. 设是两个统计量并且对于所有的值满足下列属性,

则随机区间被称为的系数置信区间或100百分比置信区间.

定理8.5.1 正态分布均值的置信区间 假设从均值为, 方差为的正态分布中选取随机样本. 对于每一个, 闭区间恰好是的系数置信区间：

定义8.5.2 单边置信区间 设是从参数(或参数向量)为的分布中选取的一个样本. 设是的实值函数. 设是一个统计量并且对于所有的值满足下列属性,

则随机区间被称为的单边系数置信区间或单边100百分比置信区间. 同样, 也被称为的系数下界置信区间或100百分比下界置信区间. 类似的，如果B是一个统计量使得

则是的单边系数置信区间或单边100百分比置信区间, 并且B是的系数上界置信区间或100百分比是界置信区间. 如果不等式“”对于所有的满足公式(8.5.5)或公式(8.5.6)，那么相应的置信区间和置信极限被称为恰好.

定理8.5.2 正态分布均值的单边置信区间 假设从均值为, 方差为的正态分布中选取随机样本. 对于每一个, 下列统计量恰好分别是的上界和下界系数置信区间：

定义8.5.3 枢轴 设是从参数(或参数向量)为的分布中选取的一个样本. 设是一个随机变量其分布与一致. 则被称为枢量(或简称为枢轴).

定理8.5.3 来自枢轴的置信区间 设是从参数(或参数向量)为的分布中选取的一个样本. 假设枢轴存在. 设是的c.d.f., 假设G是连续的. 假设公式(8.5.7)中的函数存在，并且假设对于每一个在上是严格递增的. 设使得. 则下列统计量是恰好系数置信区间的端点：

如果对于每一个在上是严格递减的, 则需要交换和的定义.

8.6 正态分布样本的贝叶斯分析

定义8.6.1 正态分布的精度 正态分布的精度被定义为方差的倒数，即.

定理8.6.1 假设从均值为, 未知精度为的正态分布中选取随机样本. 同样假设和的联合先验分布定义如下：在给定的条件下的条件分布是均值为,精度为的正态分布, 并且的边际分布是参数为和的伽马分布. 则在给定条件下，和的联合后验分布定义如下: 在给定条件下的条件分布是均值为,精度为的正态分布，其中

且的边际分布是参数为和的伽马分布, 其中

定义8.6.2 正态伽马分布族 设和是随机变量. 假设在给定条件下的条件分布是均值为, 精度为的正态分布. 同样假设的边际分布是参数为和的伽马分布. 则我们说和的联合分布是混合参数为的正态伽马分布.

定理8.6.2 均值的边际分布. 假设和的先验分布是混合参数为的正态伽马分布. 则的边际分布与t分布有如下方式的关系：

即，的边际分布是自由度为2的t分布.

定理8.6.3 假设和是混合参数为的联合正态伽马分布. 如果, 则. 如果, 则

8.7 无偏移估算器 2019年9月12日10点34分

定义8.7.1 无偏移估算器 估算器是参数函数的无偏移估算器当且对每一个都成立. 其它估算器则被称为偏移估算器. 估算器期望值与之间的差值被称为估算器的偏移量. 也就是说, 作为估算器的偏移等于, 并且是无偏移的当且仅当偏移值对所有的恒等于0.

推论8.7.1 设是有限方差估算器. 则作为的估算器的M.S.E等于其方差加上偏差的平方.

定理8.7.1 一般分布的采样 设是从参数(或参数向量)为的分布中选取的一个样本. 假设分布的方差是有限的. 定义. 下列统计量是方差的无偏移估算器:

8.8 费希尔信息 2019年9月13日09点28分

定义8.8.1 随机变量中的费希尔信息 设X是一个随机变量其分布依赖于参数, 取值于实线开区间. 设X的p.f.或p.d.f.为. 假设使得的的集合对于所有的值都一样, 并且作为的函数是两次可微分的. 则费希尔信息在随机变量X中被定义为:

因此, 如果是一个p.d.f., 则

其中

定理8.8.1 根据定义8.8.1的条件. 同样, 假设对于的二阶导数可以通过反转积分和微分的顺序来计算. 则费希尔信息等于

费希尔信息另一个表达式是

定义8.8.2 随机样本中的费希尔信息 假设是从p.f.或p.d.f.为的分布中选取的一组随机样本, 其中值必须位于实线开区间上. 设是X的联合p.f.或联合p.d.f. 定义

假设使得的集合对于所有的值都是一样, 并且作为的函数是二次可微分的. 则费希尔信息在随机样本中定义为

对于连续分布, 费希尔信息在整个样本中由下列n维积分定义：

对于离散分布, 把n维积分替换称n个累加之和.

额外的, 我们再次假设导数可以在积分下通过, 则我们可以把用下列两种方式表达：

或

定理8.8.2 在定义8.8.1.和8.8.2条件下, 存在

定理8.8.3 克拉美-罗不等式 假设是从p.d.f.为的分布中选取的一组随机样本. 同样假设所有关于的假设都是连续的. 设是一个有限方差的统计量. 设. 假设是关于的可微分函数. 则

公式等号成立当且仅当存在函数和可能依赖但不依赖并且满足关系

推论8.8.1 无偏估算器方差的克拉美-罗下界 在定理8.8.3的假设条件下. 设是的无偏估算器. 则

定义8.8.3 有效估算器 估算器被称为期望的有效估算器当且公式对于所有的存在等号成立.

定理8.8.4 有效估算器的渐进分布. 在定理8.8.3的假设条件下. 设是其均值的有效统计量. 假设从不为0. 则

的渐进分布是标准正态分布.

定理8.8.5 M.L.E的渐进分布 假设在任意问题中M.L.E. 是通过求解等式得到的, 并且额外的二阶导数和三阶导数都存在并满足特定条件. 则的渐进分布是标准正态分布.

定理8.8.6 有效估计 在定理8.8.5中关于似然函数的假设条件下, 假设是估算器的一个序列使得在分布上收敛于某些分布(具体是哪些分布并不重要). 使用作为开始值并朝着发现 M.L.E的方向执行一步牛顿法. 将这一步的结果称为. 则的渐进分布是标准正态分布.

定义8.8.4 向量参数的费希尔信息 假设是从p.d.f.为的分布中选取的一组随机样本, 其中参数的值必须位于维实数空间的开区域中. 设是的联合p.d.f.或联合p.f. 定义

假设使得的集合对于所有的值都是一样, 并且作为的函数是二次可微分的. 则费希尔信息矩阵在随机样本中被定义为矩阵, 元素等于

维实数空间的克拉美-罗不等式：

同样，当公式等号成立当且仅当是下列向量的线性函数:

第九章 假设验证

9.1 假设验证的问题 2019年9月16日10点24分

**定义9.1.1 零假设和备择假设** 考虑一个包含参数的统计问题, 其中未知且位于特定的参数空间. 现假设被分割称两个不同子集和, 统计者想要知道是否位于或. 设表示的假设, 表示的假设. 因为子集和是离散的并且, 因此假设和只能有一个为真. 而统计者必须决定哪一个为真. 这类有两种（可能）决策的问题被称为*假设验证*. 决定选择哪个假设的过程为称为*验证过程*或简称为*验证.* 我们一般将称为零假设, 称为备择假设. 当执行一个验证, 如果我们决定位于, 则我们说拒绝. 如果我们决定位于, 我们说不拒绝.

**定义9.1.2 简单和复合假设** 如果只包含单个值, 则被称为简单假设. 如果包含不止一个值, 则被称为复合假设.（其中）. 例如, 一个简单的零假设的形式必须是

**定义9.1.3 单面和双面假设** 设是一个一维参数. 单面零假设的形式为, 其对应的单面备择假设是. 当零假设是简单的，如公式(9.1.1)所示, 那么备择假设通常是双面的, 即.

一般的，考虑我们想要验证下列假设：

假设统计员在选取假设之前, 她从未知参数为的总体分布中观察到了一个随机样本. 我们设为维随机向量的样本空间. 换句话说, 是所有可能随机样本的集合. 在这种类型的问题中, 统计员可以通过将分割称两个子集来设定测试过程. 子集包含拒绝的值, 另一个子集包含不拒绝的值.

**定义9.1.4 临界域** 上述所定义的集合被称为测试的临界域.

**定义9.1.5 统计测试/拒绝域** 设是一个随机变量, 其分布依赖参数. 设是一个统计量, 设是实数线的子集. 假设对于公式(9.1.3)的测试过程的形式是“如果则拒绝.” 则我们称是统计测试, 称是拒绝域. 定义9.1.4中的集合就是临界域.

**定义9.1.6 幂函数** 设是一个测试过程. 函数被称为测试的幂函数. 如果代表的临界域, 则幂函数为:

如果用统计测试和拒绝域来表示, 那么幂函数为

**定义9.1.7** 我们在做假设检验的时候会犯两种错误：第一，原假设是正确的，而你判断它为错误的；第二，原假设是错误的，而你判断它为正确的。我们分别称这两种错误为第一类错误(Type I error)和第二类错误(Type II error). 其中原假设是指零假设.

用幂函数表示, 如果, 是统计者犯第一类错误的概率. 相似地, 如果, 是犯第二类错误的概率. 如果我们要在多个验证中选择一个. 我们可能会选择一个错误概率最小的验证. 也就是我们要选择一个幂函数对于是较低的, 并且我们希望对于是较大的. 一般情况下, 这两个目标是相对的. 也就是说, 如果我们选择使得对于是较小, 通常对于同样也是较小的. 因此需要折中这两个目标之间的平衡.

在两个目标之间平衡的最流行的方法是选择一个0和1之间的数字使得

**定义9.1.8 等级/大小** 满足的测试被称为等级测试，并且我们称该测试的等级大小为. 除此之外, 测试的大小定义为:

**推论9.1.1** 测试是等级测试当且仅当它的大小至多为. 如果零假设是简单的, 也就是, 则的大小将会是.

定义9.1.9 p值 一般情况下, p值就是最小值使得我们在显著水平上根据观察数据能够拒绝零假设.

从前，你有个朋友，他每月开一辆小货车去市场里采购东西，然后再把所有这些东西转卖出去。月复一月，年复一年。

但是，因为市场行情变动，每一个月他卖东西得到的毛爷爷数目并不一样，差不多有个5000块钱左右吧。你呢能看到他每个月的收入统计。

时间长了，有一次，无聊的你准备戏耍一下这个无辜的小伙伴，你偷偷在他的小货车上装了一小瓶尿。既然他肯定会在集市上卖掉所有东西，那么这一小瓶尿他一定也会卖出去，只不过这瓶尿的价格可能也就是零吧。

这一次他赚了5400块，这可比以往的平均数5000块钱还多。那问题就来了：为什么这个月他赚的比平常多呢？

有两种情况：其一，你那瓶尿很值钱，他自然会多赚；其二，你那瓶尿根本不值钱，他多赚了只是因为这个月市场上行情不错。

那到底是哪种情况呢？这个问题的实质是，你那瓶尿到底值不值钱。如果这瓶尿根本不值钱，那他卖东西和以前卖东西的情况没什么两样，只不过是市场行情影响而已。于是，你翻了他以前卖东西的纪录，算了算所有他的个人月收入超过5400块的概率，大概是0.1。也就是说在你这瓶尿没有任何价值的情况下，只靠市场行情，他只有0.1的概率卖到5400块。

所以你得出的结论是，你的那瓶尿有价值，你这个结论的p值就是0.1。

＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝＝

故事讲完了，来分析一下。

为什么要用p值？换句话说，为什么要做推断统计？我想，p值到底是啥并不重要，我知道你做研究时多半只是负责看看p到底有没有比0.05小的。而这个问题，才是我最想告诉你的。

推断统计，之所以要“推断”，是因为我们没有办法正面验证某种情况。在这个故事中，你以前没干过偷偷把一瓶尿放在车上的事儿，他以前也没卖过你的尿，所以尽管你有的是他的销售数据，但那些旧账本没办法正面告诉你你的尿到底值不值钱。

这就是“没办法正面验证”，在这样的情况下，你就没办法了么？非也，我们可以换个角度考虑这个问题，假设“你那瓶尿毫无价值”是成立的，他卖了这瓶尿跟没卖时候没什么两样，那这一次和以往自然也没什么两样。既然这次卖东西和以往一样，那旧账本中的记录就能帮到你了。你可以算算旧账本，他在没卖过你那瓶尿的情况下，赚到5400块及以上的可能性（概率），这个概率就是“你那瓶尿毫无价值”的概率，这里也就是0.1.

这样，“你那瓶尿有价值”的概率，当然就是这个假设的相反情况，也就是0.9，这也是你的假设成立的可能性。

那这个p值到底显著与否呢？那得看市场行情。这里市场行情是随机的，所以“显著”与否简单点就是在说你那瓶尿能不能跑赢市场。业内经常以两个标准差作为衡量“显著”的标准。绝大多数情况下，作为随机变量的市场行情服从正态分布。而正态分布中，超过两个标准差的概率是0.05，这也就是为什么大家要拿0.05作为“公认”的显著性水平尺度了。

统计推断，核心就是反证法。你那瓶尿没价值的可能性越小，反而越能证明你那瓶尿有价值。

“在原假设成立的情况下抽到的统计量与原假设之间的距离至少等于样本计算值与原假设之间的距离”

这是你的书上写的定义，但是很明显，你把结尾最重要的“的概率”三个字漏掉了。正常情况下，这个定义应该是

“在原假设成立的情况下抽到的统计量与原假设之间的距离至少等于样本计算值与原假设之间的距离的概率”

不信你可以再看看你的书。

但是，怎么可以容忍这么反人类的定义？我们来用这个故事做个转换吧：

“在原假设成立的情况下” －> 在你那瓶尿不值钱情况下

“抽到的统计量与原假设之间的距离” -> 他旧账本里的销售记录

“至少等于” －> 大于或等于

"样本计算值与原假设之间的距离" －> 他这一次的销售记录（5400块）

“的概率” －> 的概率

连起来读读，p值的定义就变成：

“在你那瓶尿不值钱的情况下，他旧账本里的销售记录大于或等于他这一次的销售记录（5400块钱）（这个事件发生）的概率。”

这一次，好懂了点吗？

最后要说明，说得通俗易懂是要承担风险的，因为通俗很可能意味着不严谨，易懂很可能意味着不周全。以上有很多有失严谨之处，希望题主还要多多看书哇。

定理9.1.1 从测试中定义置信集 设是从参数(或参数向量)为的分布中选取的一个样本. 设是一个函数, 并且假设对每一个可能值, 存在一个水平假设测试

对于每一个可能值,定义

设. 则随机集合满足

对所有成立.

定义9.1.10 置信集 如果随即集合对于每一个满足, 对于我们称其为系数置信集.

定理9.1.2 从置信集中定义验证 设是从参数(或参数向量)为的分布中选取的一个样本. 设是一个函数, 并且令是的系数置信集. 对于每一个可能值, 从公式构造下列假设测试: 不拒绝当且仅当. 则是公式水平假设测试.